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A pedagogical overview of Quantum Mechanics in Chemistry—Quantum Chemistry—is provided. It 
begins with the development of the Schrödinger equation for a molecule, followed by a discussion of 
the necessary approximations to solve it. The first approximation, the Born-Oppenheimer separation of 
electronic and nuclear motions, is introduced, and its crucial role in defining molecular structure and 
potential energy surfaces in Chemistry is explained. The significance of these surfaces in molecular 
dynamics simulations is also covered. The concept and importance of electron correlation in Quantum 
Chemistry are examined. Next, the main approximate electronic wave functions are reviewed, which, 
in principle, allow the calculation of any molecular property. The alternative approach to solving the 
electronic quantum mechanical problem in Chemistry, Density Functional Theory (DFT), is also presented. 
Lastly, the most recent methods based on Machine Learning and Artificial Intelligence in Chemistry are 
discussed and presented.
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1. O Caminho para a Mecânica Quântica 

Comemora-se em 2025 os cem anos da descoberta de um jovem físico alemão de 23 anos, 
feita numa ilha isolada e pedregosa no mar ao norte da Alemanha, onde estava a se recuperar 
de uma forte crise de alergia ao pólen, que mudou a Química e o mundo. Um delicioso relato 
dessa descoberta da Mecânica Quântica por Werner Heisenberg na ilha de Heligoland, e da 
contribuição de Erwin Schrödinger e de outros cientistas, pode ser encontrado no romance 
de Labatut.1 Esta história também está bem contada na biografia dos dois cientistas feita por 
Toledo Piza,2 na biografia de Niels Bohr por Pais,3 na de Paul Dirac por Farmelo4 e na de 
Schrödinger por Moore.5 Em 2001, estimava-se que pelo menos 30% do PIB mundial estivesse 
relacionado às aplicações diretas da Mecânica Quântica.6 Hoje, esta porcentagem possivelmente 
deve ser maior: basta pensar nos materiais semicondutores usados, em celulares, nos exames 
de ressonância magnética nuclear (RMN), nos lasers e na promessa da computação quântica 
para ter uma ideia deste impacto econômico. 

Os primórdios da mecânica quântica estão no século XIX, quando uma série de novos 
fenômenos físicos foi descoberta. Entretanto, eles não puderam ser explicados pelas teorias da 
física clássica, a mecânica newtoniana e o eletromagnetismo de Maxwell. Dentre os fenômenos 
descobertos, destacam-se a radiação de corpo negro, o efeito fotoelétrico e os espectros de 
absorção e de emissão de átomos e moléculas. 

O início da compreensão e racionalização desses novos fenômenos começa com Max 
Planck em 1900, ao supor que os elétrons dos átomos nas paredes de uma cavidade usada para 
reproduzir experimentalmente o espectro de emissão de corpo negro, para dada frequência f, 
só podiam emitir e absorver radiação eletromagnética em múltiplos de um certo valor mínimo 
dado pelo produto de f pela constante h, a constante de Planck. A esses valores mínimos de 
energia, Albert Einstein posteriormente associou a palavra latina quantum, cujo plural é quanta.

Em 1905, Albert Einstein usou as ideias de Planck de quantização da energia eletromagnética 
para explicar os resultados experimentais do efeito fotoelétrico, incompreensíveis pelas teorias 
clássicas. Em 1911, os experimentos de Ernest Rutherford com feixes de partículas alfa (núcleos 
de He duplamente ionizados) incidentes sobre uma fina placa de ouro o levaram a propor o 
modelo planetário do átomo: ele seria formado por uma parte central pequena e densa, o 
núcleo, dotado de carga elétrica positiva e contendo praticamente toda a massa do átomo. Os 
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elétrons negativos orbitariam o núcleo a distâncias cerca de 
10 mil vezes maiores do que o raio do núcleo. Entretanto, 
esse modelo atômico é instável segundo as leis clássicas: 
os elétrons carregados eletricamente emitem radiação 
eletromagnética ao percorrer as órbitas, desse modo 
perdendo energia em trajetória espiralada até colapsarem no 
núcleo.7 Durante este percurso, os elétrons emitem radiação 
de frequência igual à frequência de revolução do movimento 
em espiral. Esta previsão da física clássica não corresponde 
à realidade da estabilidade da matéria e às frequências 
medidas em laboratório.

Ao invés da emissão de radiação eletromagnética em 
uma faixa de frequências contínuas prevista pela mecânica 
clássica na medida em que os elétrons decaem na direção do 
núcleo, o que se observa é bem diferente: a emissão atômica 
é um conjunto de frequências bem definidas, características 
de cada tipo de átomo.8 As frequências observadas puderam 
ser agrupadas em famílias para fins de classificação. Essas 
famílias foram descritas por fórmulas matemáticas simples, 
descobertas a partir da análise dos dados, e foram chamadas 
de séries, e as frequências que aparecem em cada uma delas 
foram chamadas de termos espectrais, ou espectroscópicos. 
Dessa forma, foram descobertas as séries de Balmer (região 
do visível do espectro eletromagnético), de Lyman (região 
do UV), de Paschen e Pfund (ambas na região do IV), etc. 
do átomo de hidrogênio, cada uma com sua coleção de 
termos espectrais.

Para explicar as séries do átomo de hidrogênio, o átomo 
mais simples, Bohr propôs algumas regras quânticas que iam 
de encontro às leis clássicas no domínio atômico. 9 Essas 
regras descreviam o movimento dos elétrons, começando 
por postular a estabilidade dos átomos e que eles só podiam 
percorrer órbitas circulares fechadas de raios e de energia 
bem definidos. As órbitas permitidas pelas regras de Bohr 
são selecionadas pelas chamadas condições de quantização 
inspiradas na teoria de Planck do corpo negro. Assim, 
somente algumas órbitas discretas são acessíveis aos 
elétrons. Por esta teoria, a emissão de radiação resulta do 
salto quântico do elétron de uma órbita de maior energia para 
outra de menor, e a absorção de radiação é consequência do 
processo inverso. Por isso, um elétron na órbita de menor 
energia do átomo de hidrogênio não poderia emitir, o que 
explicaria a estabilidade dos átomos, inexplicável pela 
mecânica clássica.

A teoria de Bohr racionalizou a origem das frequências 
discretas do átomo de hidrogênio e previu com grande 
acurácia os valores numéricos das frequências de cada 
uma das séries. Ela também funcionava muito bem para o 
íon de hélio He+. Entretanto, a teoria de Bohr já falhava na 
previsão do espectro de emissão e de absorção do átomo de 
hélio, que possui dois elétrons, para não falar de outros mais 
complexos. Apesar disto, a teoria de Bohr foi fundamental 
ao mostrar o caminho que uma teoria deveria seguir para 
descrever corretamente o comportamento de átomos e 
moléculas. 

2. Mecânica Quântica e Química

O impacto da Mecânica Quântica na Química não 
poderia ser diferente daquele na Física. A Química lida com 
átomos e moléculas, logo, todos os fenômenos químicos 
tais como processos espectroscópicos, reações químicas e 
processos catalíticos podem ser em princípio compreendidos 
por meio dela. A Química Quântica – a aplicação da 
teoria e dos métodos da Mecânica Quântica à Química 
e sua implementação prática, a Química Computacional, 
é um sucesso retumbante ao racionalizar e prever o 
comportamento de moléculas e materiais sem qualquer 
informação experimental.10 Os diferentes avanços da 
Química Computacional, assim como os da Química Teórica 
(da qual faz parte a Química Quântica), foram reconhecidos 
por alguns prêmios Nobel, como discute em detalhes Boyd.11 
Os mais recentes foram concedidos em 1998 a Walter 
Kohn (“pelo seu desenvolvimento da teoria do funcional 
da densidade”) e John Pople (“pelo seus desenvolvimento 
de métodos computacionais em química quântica”), em 
2013 a Martin Karplus, Michael Levitt e Arieh Warshel 
(“pelo desenvolvimento de modelos multiescala para 
sistemas químicos complexos”) e em 2024 a David Baker 
(“design computacional de proteínas”) e Demis Hassabis 
e John M. Jumper (“pelo trabalho na predição da estrutura 
de proteínas”). Os dois últimos desenvolveram o modelo 
AlphaFold AI com técnicas de inteligência artificial (IA).

Neste artigo, vamos apresentar como a mecânica 
quântica foi aplicada à química e se tornou um arcabouço 
de teorias e modelos capaz de racionalizar o comportamento 
de moléculas e materiais. Para isto, temos que começar pela 
equação fundamental da mecânica quântica.

2.1. A equação de Schrödinger

A equação de Schrödinger é a equação fundamental 
da mecânica quântica não relativística. Esta formulação 
da mecânica quântica é baseada em equações diferenciais 
(isto é, que envolvem derivadas) – ou seja, a equação de 
Schrödinger é uma equação diferencial. A outra formulação, 
devida a Heisenberg, rigorosamente equivalente à de 
Schrödinger, é baseada em matrizes – objetos matemáticos 
similares a tabelas com linhas e colunas cuja ordem de 
multiplicação importa.12-14 Do ponto de vista da química, a 
abordagem mais conveniente da mecânica quântica é a de 
Schrödinger. Por isso, nos concentraremos nela.

A solução da equação de Schrödinger para um sistema 
quântico – por exemplo, para um elétron, é a função de onda 
Ψ(r,t), onde o vetor r representa a posição da partícula no 
espaço e t um dado instante de tempo. A função de onda 
Ψ é um objeto matemático, que pode assumir valores reais 
ou complexos, que descreve completamente o estado ou 
condição do sistema. O conhecimento da função de onda 
permite, em princípio, determinar todas as propriedades do 
sistema – em nosso caso, do elétron. Por exemplo, conhecida 
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a função de onda Ψ(r,t), é possível a partir dela, por exemplo, 
determinar a probabilidade de encontrar o elétron localizado 
no instante de tempo  em dada região do espaço centrada 
na posição r. 14,15 16

E como é calculada essa probabilidade de encontrar o 
elétron no estado descrito por Ψ(r,t)? Max Born descobriu 
como: o módulo quadrado de Ψ(r,t), |Ψ(r,t)|2, multiplicado 
por dr representa a probabilidade de encontrar o elétron 
localizado em uma região tridimensional bem pequenininha 
(no jargão da matemática, infinitesimal) de volume dr = 
dxdydz centrada na posição r. Por esta descoberta, chamada 
de interpretação probabilística da função de onda, incluída 
como uma nota de rodapé de um artigo sobre espalhamento 
de partículas na fase de revisão de provas, 17 cuja versão em 
inglês está disponível em livro,18 Born ganhou o prêmio 
Nobel de Física em 1954. 

O principal interesse da Química é a molécula. Logo, 
como resolver a equação de Schrödinger para uma? Em 
outras palavras, como determinar a função de onda Ψ para 
uma molécula? Neste caso, temos um problema: o sistema 
quântico mais complexo cuja solução analítica (isto é, exata, 
sem aproximações) da equação de Schrödinger possível de 
obter é o átomo de hidrogênio. Suas soluções exatas são 
funções de onda de um-elétron, também conhecidas como 
orbitais. O átomo de H em si representa uma parte muito 
diminuta da química. Como resolver então o problema de 
encontrar a função de onda Ψ de uma molécula e, a partir 
dela, determinar todas as propriedades de interesse?

A engenhosidade de vários químicos e físicos teóricos 
ao longo das décadas de XX permitiu desenvolver vários 
métodos para resolver a equação de Schrödinger de forma 
aproximada. Estes métodos permitem nos dias de hoje 
cálculos de uma precisão até então inimaginável, 19,20 ainda 
mais com os avanços da IA na Química, como discutido na 
seção 5 adiante.21-28

2.2. Separação das partes espacial e temporal da função 
de onda: a equação de Schrödinger independente do 
tempo

O primeiro passo para resolver a equação de Schrödinger 
para uma molécula é a separação das partes espacial e 
temporal da função de onda. Isto é possível quando a função 
energia potencial V, que descreve as interações entre os 
elétrons e núcleos da molécula, não depende explicitamente 
do tempo. A situação em que a energia potencial V depende 
apenas das posições é mais comum na química e será 
discutida neste artigo. Quando uma molécula interage com 
uma onda eletromagnética, essa separação da equação de 
Schrödinger entre partes espacial e temporal não é mais 
possível.29-32 

Feita a separação do tempo e do espaço da função 
de onda, ela pode ser escrita como Ψ(r,t) = ψ(r)φ(t). A 
função ψ(r) é a função de onda independente do tempo, e 
a função φ(t), que tem uma forma simples quando a energia 
potencial não depende explicitamente do tempo,14 não será 

relevante para este artigo. A partir deste ponto, vamos 
escrever a função de onda de uma molécula com N elétrons 
e M núcleos, independentemente do tempo, como Ψ({ri}, 
{RA}) com a letra grega psi maiúscula. A notação {ri}, 
com i = 1 até N, representa a posição de todos os elétrons 
e {RA}, com A = 1 até M, a posição de todos os M núcleos 
atômicos da molécula, ambas medidas com respeito a um 
dado referencial. Em geral, é conveniente escolher o centro 
de massa da molécula como a origem desse referencial.

Para simplificar a notação dos vetores posição dos N 
elétrons e M núcleos, vamos escrever:

	 {ri} = r1, r2, …, rN = r

	 {RN} = R1, R2, … , RM = R

Assim, a função de onda molecular passa a ser escrita 
como Ψ(r,R) e a função energia potencial independente do 
tempo que descreve as interações de elétrons e núcleos em 
uma molécula como V(r,R). 

A equação de Schrödinger sem a parte temporal é 
chamada de equação de Schrödinger independente do 
tempo. Ela é escrita da seguinte forma:

	 	 (1)

Essa equação é uma equação de autovalores, pois tem 
a forma (operador) × (função) = (número) × (função). Um 
operador é um objeto matemático que atua sobre uma 
função e a modifica: por exemplo, o operador derivada  
d/dx ao atuar na função f(x) produz a nova função df(x)/dx. 
Na equação  (1), ℋ é chamado de operador hamiltoniano, 
e E é a energia total da molécula no estado descrito pela 
função de onda Ψ(R,r). No caso de uma molécula, o 
hamiltoniano nada mais é do que a expressão de sua energia 
total correspondente à soma das energias cinética e potencial 
dos elétrons e núcleos de uma molécula:

	 ℋ = Tnúcleos + Telétrons + V(r,R)	 (2)

Os operadores Tnúcleos e Telétrons no hamiltoniano ℋ da 
equação (2) representam a energia cinética de todos os 
núcleos e elétrons de uma molécula. A função energia 
potencial V(r,R) é um operador multiplicativo, pois apenas 
multiplica a função de onda Ψ(r,R). Para uma molécula de 
M núcleos e N elétrons, os dois operadores energia cinética 
são escritos como:

	 	 (3)

	 	 (4)

onde PA e pi são os operadores momento linear do núcleo 
Ae momento linear do elétron i, respectivamente, MA é a 
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massa do núcleo A e mi a massa do elétron i. Os operadores 
momento linear são escritos explicitamente em termos de 
derivadas espaciais, mas não precisamos nos preocupar 
com elas aqui. 

Como as interações entre elétrons e núcleos numa 
molécula são de natureza elétrica, pois ambos possuem carga 
elétrica, elas são governadas pela conhecida lei de Coulomb 
que descreve a interação entre partículas carregadas. 
Isso significa dizer que todos os processos químicos e 
bioquímicos são governados por interações eletrostáticas 
coulombianas. Matematicamente, a função energia potencial 
de uma molécula V(r,R) é dada pela seguinte expressão com 
três diferentes contribuições:19,33-36 

	 V = Vee + VeN + VNN	 (5)

O termo Vee representa a energia potencial eletrostática 
elétron-elétron repulsiva, 

	 	 (6)

onde e é a carga fundamental do elétron, rij = |ri – rj| é a 
distância entre o elétron i e o elétron j, e a restrição i > j é 
incluída para evitar a dupla contagem das interações elétron-
elétron. VeN é a energia potencial eletrostática elétron-núcleo 
atrativa, 

	 	 (7)

onde ZAe é a carga elétrica do núcleo A e riA = |ri – RA| é a 
distância entre o elétron i e o núcleo A. Finalmente, a última 
contribuição para a energia potencial é devida à interação 
eletrostática núcleo-núcleo repulsiva:

	 	 (8)

A distância RAB = |RA – RB| é a separação entre os núcleos 
A e B de cargas elétricas ZAe e ZBe. 

Chegamos finalmente à equação de Schrödinger 
independente do tempo de uma molécula arbitrária com N 
elétrons e M núcleos, escrita como:

	 (9)

onde a soma dos termos entre os colchetes é o operador 
hamiltoniano ℋ de uma molécula – o hamiltoniano 
molecular. O objetivo na Química é resolver essa equação 
para determinar a função de onda molecular Ψ(r, R). 
As soluções {Ψ(r, R)} são estados estacionários, pois a 
molécula pode existir em cada um destes estados sem alterar 
sua condição ao longo do tempo. Desta forma, a intuição 
genial de Bohr acerca da existência de órbitas estacionárias 

dos átomos surge como uma consequência natural da 
mecânica quântica na formulação de Schrödinger. 

Note que a equação (9) não tem uma forma complicada: 
ela apenas terá mais termos quanto maior for o número de 
elétrons e de núcleos da molécula de interesse. Por exemplo, 
para a molécula de hidrogênio, com dois núcleos e dois 
elétrons, o hamiltoniano molecular tem a seguinte forma:

	(10)

onde os núcleos (prótons) são indicados pelas letras A e B e 
os elétrons pelos números 1 e 2. Observe que, mesmo para 
uma molécula tão simples quanto o H2, o hamiltoniano já 
possui um número apreciável de termos. Para uma molécula 
um pouco maior, como a da água, o número de termos de 
ℋ é ainda maior. 

Para resolver a equação de Schrödinger (9) mesmo 
para uma molécula simples como o H2, é necessário fazer 
aproximações. Em razão da simplicidade (dois elétrons e 
dois núcleos), a molécula de hidrogênio foi muito estudada 
pela Química Teórica, especialmente em seus primórdios, 
e os resultados obtidos tiveram ótima concordância com 
resultados experimentais. 

2.3. A primeira aproximação para resolver a equação de 
Schrödinger molecular: a separação do movimento dos 
elétrons e dos núcleos 

Seja a função de onda Ψ(R, r) de uma molécula 
qualquer. Para determiná-la, temos que fazer uma primeira 
aproximação. Ela é baseada na grande diferença entre as 
massas típicas dos núcleos M e a dos elétrons melétron. Para 
um próton (núcleo de uma molécula de hidrogênio) de massa 
Mpróton, a relação entre as massas é Mpróton = 1836 × melétron. 
Como os núcleos típicos de uma molécula contêm prótons 
e nêutrons, a diferença entre a massa dos núcleos e a dos 
elétrons é ainda maior. Em razão dessa grande diferença 
entre as massas, os núcleos se movem muito mais lentamente 
que os elétrons. Isto significa dizer que tratar o movimento 
nuclear separadamente do movimento eletrônico é uma 
aproximação muito boa. Vejamos como isto modifica a 
equação de Schrödinger molecular (equação 9).

A separação dos dois tipos de movimento é conhecida 
como aproximação de Born-Oppenheimer.37-39 Como a 
massa dos núcleos é muito maior que a massa do elétron, 
se pode considerar os núcleos atômicos estacionários ao 
resolver a equação de Schrödinger eletrônica, que assume 
a seguinte forma:

	 	 (11)

Ao comparar a equação (11) com a equação (9), vemos 
que o operador energia cinética nuclear Tnúcleos foi desprezado 
(Tnúcleos = 0), o termo de repulsão entre os núcleos VNN não 
foi incluído, pois ele não envolve os elétrons, e a posição 
dos núcleos da molécula, dada por R, passa a ser apenas 
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um parâmetro. Em outras palavras, ao fixar R para uma 
dada configuração dos núcleos R1, para determinar Ψ(r,R1) 
e E(R1) devemos resolver a equação de Schrödinger 
independente do tempo eletrônica: 

	(12a)

onde ℋelet é o hamiltoniano que descreve o movimento de 
N elétrons no campo de M núcleos: 

	 	 (12b)

Na equação (12a), ℋele é o operador hamiltoniano 
eletrônico definido em (12b) e Ψelet (r; R1) é a função de onda 
eletrônica que descreve o estado de movimento dos elétrons. 
Note que, na equação (12b), usamos um ponto e vírgula 
no argumento da função de onda molecular Ψelet (r; R1)  
para separar as coordenadas eletrônicas r das nucleares R1 
– essa notação serve para nos lembrar que a configuração 
nuclear R1 agora é um parâmetro da equação de Schrödinger 
eletrônica. Isso significa que, para diferentes arranjos dos 
núcleos R, Ψelet é uma função diferente das coordenadas 
eletrônicas r. Observe que as coordenadas nucleares R não 
aparecem explicitamente em Ψelet. A energia total de uma 
molécula Etot no estado fundamental com os núcleos fixos 
deve incluir o termo de repulsão nuclear constante VNN, pois 
os núcleos estão na configuração (arranjo) R1: 

	 	 (13)

As equações (12) e (13) compõem o problema 
eletrônico.34 Para resolvê-las, foram desenvolvidos vários 
métodos, chamados genericamente de métodos de estrutura 
eletrônica, que constituem os métodos aproximados 
da química quântica usados para resolver a equação de 
Schrödinger molecular.19,35,36,40 Discutiremos adiante os 
principais métodos para resolver a equação eletrônica.

2.4. Superfícies de energia potencial

Uma vez resolvido o problema eletrônico com um 
método de estrutura eletrônica, é possível, em seguida, 
resolver o problema do movimento nuclear usando as 
mesmas premissas para formular o problema eletrônico. 
Como os elétrons se movem muito mais rapidamente que os 
núcleos, é uma aproximação razoável para o hamiltoniano 
molecular ℋ na equação (9) trocar as coordenadas 
eletrônicas r, que aparecem nos termos Vee (equação 6) 
e VeN (equação 7), por seus valores médios, promediados 

com respeito à função de onda eletrônica Ψelet (r; R). Esta 
operação matemática produz o operador hamiltoniano 
nuclear ℋnucl para o movimento dos núcleos no campo 
eletrostático médio produzido pelos elétrons:

,	 (14)

onde na passagem da segunda para a terceira equação 
usamos a equação (13), e os colchetes representam 
a média (ou promédia).* A energia total Etotal(R) é o 
potencial sob o qual os núcleos se movem (note que aqui 
colocamos explicitamente a dependência da energia total 
da configuração nuclear R). Cada estado eletrônico de uma 
molécula – o estado fundamental e os estados excitados, tem 
a sua correspondente função energia eletrônica Eelet(R), logo 
uma correspondente Etotal(R). A função matemática Etotal(R) 
é multidimensional, pois depende de todas as configurações 
nucleares R: é a superfície de energia potencial representada 
esquematicamente na Figura 1. Por conseguinte, na 
aproximação de Born-Oppenheimer, os núcleos se movem 
sobre uma superfície de potencial Etotal(R) (equação 13) 
obtida pela resolução do problema eletrônico descrito pelas 
equações (12).

As soluções da equação de Schrödinger nuclear,

	 	 (15)

*A passagem de 〈Telétrons + Vee + VeN〉 para Eelet(R) na equação (13) é uma operação básica da mecânica quântica na qual multiplica-se a equação (11) à esquerda 

pela função de onda eletrônica complexa conjugada Ψ*
elet, integra-se em todas as coordenadas eletrônicas  e assume-se a normalização de Ψelet(r; R):15 

∴〈Telétrons + Vee + VeN〉 = Eelet(R)

Figura 1. Representação bidimensional esquemática de uma superfície 
de energia potencial multidimensional Etotal(R), equação (13). R1 e 

R2 representam distâncias de ligação. As linhas sólidas em preto são 
contornos de mesma energia total Etotal(R) e a linha vermelha representa 

uma trajetória da reação ao longo do tempo
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descrevem a vibração, rotação, e translação de uma 
molécula, e

	 	 (16)

e a energia E representam a aproximação de Born-
Oppenheimer da energia total da equação de Schrödinger 
molecular (1), ℋΨ(r,R) = E(r,R)Ψ(r,R) que inclui as energias 
eletrônica, vibracional, rotacional e translacional da molécula. 
Logo, na aproximação de Born-Oppenheimer a função de 
onda total Ψ(r,R) solução da equação (1) é dada por:

	 	 (17)

É importante destacar que a aproximação de Born-
Oppenheimer, que permite escrever a função de onda total 
Ψ(r,R) na forma da equação (17), deixa de ter validade 
quando dois estados eletrônicos estão energeticamente 
próximos. Neste caso, podem surgir estruturas conhecidas 
como interseções cônicas, que permitiriam que a molécula 
passasse do estado de energia maior para o estado de 
menor energia sem emitir radiação eletromagnética, o que 
caracteriza uma transição não-radiativa.41 Entretanto, para 
os propósitos deste artigo, não trataremos de violações da 
aproximação de Born-Oppenheimer.

2.5. Superfícies de energia potencial, estrutura molecular 
e dinâmica

Nos livros de Química é muito comum o desenho de 
moléculas como estruturas tridimensionais com bolas 
e varetas. As bolas representam os núcleos e as varetas 
as ligações químicas entre eles (Figura 2). Note que 
os elétrons (ou densidades eletrônicas) não aparecem 
nesses desenhos, o que é justificado pela aproximação de 
Born-Oppenheimer. A disposição dos núcleos do espaço, 
que representa a estrutura espacial de uma molécula, é 
facilmente entendida a partir da aproximação de Born-
Oppenheimer: cada núcleo se localiza em um mínimo 
da função energia potencial Etot(Rmin), dada pela equação 
(13), onde Rmin descreve esta configuração de energia 
mínima (Figura 2). Como pontua Tully: “A aproximação 
de Born-Oppenheimer fornece a base para virtualmente 
todos os estudos teóricos e computacionais subsequentes 
de ligação química e reatividade, bem como a justificativa 
para a imagem universal de “bola e bastão” de moléculas 
como centros atômicos unidos a distâncias fixas por cola 
eletrônica”.39 Em outras palavras, uma vez conhecida a 
superfície de energia potencial de uma molécula, pode-
se calcular observáveis relevantes tais como espectros 
vibracionais e velocidades de reação.42 Uma discussão 
histórica fascinante da evolução do conceito de estrutura 
molecular em Química é feita no artigo de Nascimento 
nesta edição especial da RVq, enquanto o status atual da 
fundamentação da aproximação de Born-Oppenheimer 
pode ser encontrado no artigo de Scerri.43

Para uma molécula diatômica, a superfície de energia 
potencial Etotal(R) é uma curva de energia potencial 
unidimensional que representa a energia da molécula 
em função da separação internuclear R. O ponto R0 da 
energia mínima ao longo da curva é o comprimento de 
ligação da molécula. A diferença de energia de dissociação  
Etotal(∞) – Etotal(R0) é a energia necessária para quebrar a 
ligação. A curvatura (segunda derivada da energia total 
com respeito à posição) no fundo do poço de potencial é a 
constante de força que determina a frequência de vibração 
da molécula. O comprimento de ligação R0 determina o 
momento de inércia da molécula, ou seja, seu movimento 
rotacional. 

De forma similar, para um sistema poliatômico, as 
conformações estáveis correspondem a mínimos locais de 
Etotal(R) – por exemplo, as posições A e B da Figura 1 ou as 
posições A, B e C da Figura 2. A reatividade é determinada 
pelos caminhos que levam de um mínimo estável a outro, 
ou entre um mínimo e um vale correspondente a reagentes 
ou produtos separados – por exemplo, os pontos C e D 
da Figura 1. O caminho de energia mínima que conecta 
dois confôrmeros estáveis é frequentemente chamado de 
coordenada de reação.44 O ponto de sela RTS, ou posição 
(configuração) de energia máxima ao longo do caminho 
de energia mínima, é o estado de transição (ponto E na 
Figura  1). As propriedades de Etotal(R) na vizinhança de 
RTS são os dados de entrada para as muito usadas teorias 
do estado de transição ou da teoria do complexo ativado 
das velocidades das reações químicas.45,46 A trajetória 
dependente do tempo do sistema que avança na medida 
em que uma reação progride é representada pela curva 
sólida em vermelho com flechas direcionais na Figura 1: 
ela é objeto de estudo do campo da dinâmica química, ou 
dinâmica molecular.47,48 As ligações químicas dos reagentes 
podem ser quebradas e novas ligações formadas à medida 
que o sistema evolui ao longo da trajetória, e questões 

Figura 2. Representação esquemática da hipersuperfície de energia 
potencial de uma estrutura da molécula triatômica ABC arbitrária. A 

configuração mostrada corresponde a uma possível configuração estável 
dos núcleos Rmin. Figura gerada pelo ChatGPT após várias interações 

dos autores



Costa e Borges Jr.

923Vol. 17, No. 6, 2025

relativamente à dinâmica das reações podem ser feitas, 
tais como: um intermediário de vida longa está envolvido? 
Como a energia da reação é distribuída entre os graus 
de liberdade dos produtos? O movimento oscilatório da 
trajetória (Figura  1) ilustra a excitação vibracional dos 
produtos da reação.

A menos de uma molécula diatômica, as curvas de 
energia potencial são hipersuperfícies. Para uma molécula 
não-linear com M núcleos, a dimensão – ou seja, o número 
de coordenadas internas independentes para representar a 
hipersuperfície é 3M – 6, e para uma molécula linear, 3M 
– 5. O termo 3M é devido ao fato de que para cada núcleo 
são necessárias 3 coordenadas (x, y, z) para localiza-lo 
no espaço. A subtração de 6 se deve aos três movimentos 
translacionais e rotacionais independentes possíveis de uma 
molécula não-linear, que não têm papel na representação 
por coordenadas internas, enquanto a subtração de 5 para 
uma molécula linear é devida ao fato de a rotação em torno 
do eixo internuclear, eixo de simetria, não ser contabilizada 
por não representar uma rotação real.

Estudos acurados por dinâmica molecular dos mecanismos 
de reações químicas de moléculas pequenas,49 ou até maiores 
como peptídeos, são possíveis, com técnicas on-the-fly.50 
Estas técnicas determinam os valores da energia potencial de 
interação ao longo da evolução temporal do sistema, dessa 
forma tornando desnecessário o desenvolvimento prévio 
de uma hipersuperfície de energia potencial descrita por 
funções matemáticas analíticas.48 Investigações de misturas 
de fluidos supercríticos, substâncias com comportamento 
físico-químico intrincado, também são possíveis com 
abordagens baseadas em dinâmica molecular.51 Como 
pontuado por Aspuru-Guzik e colaboradores, os avanços 
da mecânica quântica estão consolidados e suas interações 
com a química, física, matemática aplicada e ciência da 
computação a colocam como protagonista no desenho de 
novos materiais e moléculas.21,27 Os avanços mais recentes 
da inteligência artificial e dos métodos de aprendizagem 
de máquina (uma sub-área da IA) projetam uma revolução 
no desenvolvimento de novos materiais, possibilitando um 
desenho racional com precisão quântica nunca vista antes. 
Técnicas de aprendizado de máquina também podem ser 
usadas para obter as mesmas propriedades físico-químicas 
determinadas pela dinâmica molecular a partir de dados 
experimentais de diferentes origens não pré-tratados 
estatisticamente.52

Métodos em química quântica e dinâmica molecular 
também permitem o estudo de fenômenos da matéria 
condensada, envolvendo alguns milhares ou até milhões 
de átomos. Dessa forma, pode-se avançar nas escalas de 
tempo e tamanho dos sistemas a serem investigados, com 
modelos que se aproximam cada vez mais das dimensões 
nanométricas, micrométricas e macroscópicas da matéria 
(Figura 3). A saída de uma escala é a entrada para a 
outra – por exemplo, a condutividade térmica obtida com 
simulações atomísticas, pode ser utilizada como parâmetro 
em modelos contínuos. 

3. A Função de Onda de Um-Elétron e o 
Método de Hartree-Fock

Dirac conseguiu incorporar na mecânica quântica a 
relatividade restrita de Einstein. Ao fazer isto, ele mostrou 
que a propriedade quântica spin é um efeito relativístico, 
que emerge naturalmente na teoria da equação de Dirac,53 
ainda que existam autores que afirmem que o spin não é um 
efeito relativístico.54 Na mecânica quântica não-relativística 
de Schrödinger, a abordagem mais aceita é assumir que o 
spin do elétron, que é um férmion, é introduzido de forma 
ad hoc na teoria.55 

Na química, as correções relativísticas são necessárias 
quando partículas têm velocidades comparáveis à velocidade 
da luz, c, o que é o caso de elétrons nas camadas internas 
de núcleos pesados, e quando efeitos de acoplamento 
spin-órbita são importantes.29,30,55 Neste caso, tratamentos 
quanto-relativísticos aproximados são necessários para 
descrever a densidade eletrônica com precisão. Apesar de 
os elétrons de camada interna relativísticos poderem afetar 
a camada de valência,56 para os propósitos deste artigo não 
consideraremos tais efeitos. Portanto, para as moléculas 
orgânicas típicas e várias outras moléculas de interesse 
para a química, contendo somente átomos da primeira 
e segunda fileiras da tabela periódica, um tratamento 
relativístico é de forma geral desnecessário. Como a 
resolução da equação de Dirac é muito mais complexa 
do que os cálculos não-relativísticos com a equação de 
Schrödinger, uma aproximação comum na química quântica 
é usar um campo efetivo para descrever os elétrons de 
camada interna de núcleos pesados, o que em geral é uma 
boa correção para efeitos relativísticos. Para os objetivos 
deste artigo, entretanto, nos concentraremos na mecânica 
(química) quântica não relativística, descrita pela equação 
de Schrödinger, equação (9).

Feita a aproximação de Born-Oppenheimer que separa 
os movimentos dos elétrons e dos núcleos, o próximo passo é 

Figura 3. Esquema representativo das diferentes escalas de uma 
simulação, desde tamanhos microscópicos, governados pela mecânica 
quântica (estrutura eletrônica), até tamanhos macroscópicos (modelos 

contínuos)
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resolver a equação de Schrödinger eletrônica, equação (11), 
para uma dada configuração nuclear R1. 

A função de onda Ψelet (r; R1) depende de todos os 
elétrons da molécula. A aproximação mais simples para 
a função de muitos-corpos Ψelet (r; R1), proposta por 
Hartree,19,57,58 é escrevê-la como o produto de funções f que 
dependem somente de um elétron,

	 	 (17)

Esta função assume que cada elétron i em um sistema 
multi-eletrônico é descrito por sua própria função de onda 
φi(ri). Esta função para cada elétron é chamada de orbital, em 
analogia direta com a função de onda que é a solução exata 
da equação de Schrödinger do átomo de hidrogênio. O termo 
orbital foi proposto por Mulliken em 1932, ao mencionar 
que “a nova mecânica quântica introduz, ao invés das órbitas 
de Bohr, funções de onda que determinam distribuições de 
probabilidade. Para um átomo com somente um elétron, a 
função de onda é chamada orbital por analogia com a órbita 
da velha mecânica quântica.”59 

Se não fosse a dependência da separação elétron-
elétron rij do termo de repulsão eletrônica da contribuição 
Vee (equação 6) para a energia potencial molecular V(r; R) 
(equação 5), a função de onda (Equaç!ao 17) seria a solução 
exata da equação de Schrödinger eletrônica para uma 
molécula. Em razão dessa dependência, na abordagem de 
Hartree o termo de repulsão elétron-elétron Vee é substituído 
por uma expressão que descreve a repulsão eletrostática 
entre um elétron e os N – 1 elétrons restantes de forma 
média. Especificamente, a repulsão elétron-elétron exata Vee 
é trocada pela interação entre um elétron e um campo efetivo 
Vi

ef produzido pela distribuição média dos N – 1 elétrons 
restantes ocupando os orbitais φj(rj)(j ≠i). Esta aproximação 
é conhecida como aproximação de campo médio.19,34,36 Nela, 
os orbitais φi da equação (17) são as soluções das equações 
de Hartree para cada elétron i: 

	 	 (18)

onde o potencial efetivo Vi
ef para o elétron i é escrito como:

	 	 (19)

Na equação (19), a soma se estende a todos os N 
elétrons, exceto o i-ésimo. Observe que o potencial efetivo 
Vi

ef tem uma interpretação clássica imediata: ele representa 
a interação eletrostática entre o elétron i de carga elétrica e 
e uma “nuvem” de carga elétrica e|φi(r2)|2, integrada em todo 
o espaço, somada para todos os N – 1 elétrons restantes. 
Esta equação é deduzida considerando que o hamiltoniano 
eletrônico é escrito como uma soma de hamiltonianos para 
cada elétron, que contêm o operador energia cinética do 
respectivo elétron e a interação eletrostática elétron-núcleo, 

sendo desprezado o termo repulsão eletrônica elétron-
elétron. Com isto, a equação de Schrödinger eletrônica de 
N-elétrons se torna N-equações de um-elétron. Ao aplicar 
o método variacional descrito na nota de rodapé 2 (mais 
abaixo) para determinar o conjunto de orbitais {φi} que 
compõem a função de Hartree (17) que minimiza a energia 
eletrônica, obtém-se a equação (18).19 

Observe que há uma equação (18) para cada elétron 
da molécula. Em outras palavras, o problema de resolver 
a equação de Schrödinger eletrônica para N elétrons se 
torna na aproximação de Hartree o problema de resolver 
N equações de um elétron. Como o potencial efetivo Vi

ef 
(equação 19) do elétron i depende de todos os outros N – 1 
orbitais φi, a resolução das equações de Hartree (equação 
18) para determinar o conjunto dos N orbitais {φi} deve ser 
realizada por um método iterativo que funciona da seguinte 
forma. Primeiro, assume-se um conjunto inicial de funções 
{φ1, φ2 … φN} (um “chute” inicial), que é usado para produzir 
o conjunto de operadores potenciais efetivos Vi

ef para cada 
elétron i. As equações de Hartree são então resolvidas pelo 
método variacional para obter um conjunto melhorado de 
orbitais moleculares {φi’}. Estes novos orbitais produzem 
um potencial efetivo atualizado que, por sua vez, ao resolver-
se novamente as equações (18), produz um novo conjunto 
de orbitais {φi”}. O processo é repetido até que os orbitais 
φi não mudem mais dentro de certo intervalo de tolerância, 
resultando em um campo auto-consistente (SCF – self 
consistent field). 

A troca do termo de repulsão elétron-elétron completo Vee 
(equação 6) do hamiltoniano eletrônico ℋelet da equação (11) 
pelo potencial efetivo Vi

ef é uma aproximação drástica. Ela 
despreza totalmente a capacidade dos elétrons de se ajustarem 
rapidamente – para todos os efeitos, instantaneamente, à 
mudança de posição dos outros elétrons e dos núcleos. Em 
outras palavras, a função de onda de Hartree molecular não 
inclui efeitos de correlação eletrônica. 

A função de onda de Hartree, além de não incluir 
efeitos de correlação eletrônica, não satisfaz o princípio de 
exclusão de Pauli, que matematicamente obriga a função 
de onda molecular (ou atômica) a ser antissimétrica, e a 
indistinguibilidade dos elétrons. Fock corrigiu as duas 
últimas deficiências (antissimetria e indistinguibilidade) 
da função de onda molecular ao escrevê-la na forma de 
um determinante de Slater cujos componentes são os 
orbitais φi:60

	 (20)

onde o fator 1/ N!  é um fator de normalização e a 
representação |φ1φ2 … φN| em termos dos orbitais da diagonal 
do determinante é uma notação compacta. 

Ao usar o método variacional com o determinante 
de Slater como função de onda aproximada, se obtém 
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N-equações de um-elétron para cada elétron i, as equações 
de Hartree-Fock:

	 	 (21)

onde o operador de Fock de um-elétron fi é escrito como:

	 	 (22)

onde o potencial efetivo Hartree-Fock tem a forma:

	 	 (23)

O termo coulombiano Ji na equação (23) tem uma 
forma semelhante ao potencial efetivo de Hartree Vi

ef 
e a mesma interpretação física. O termo de troca Ki 
não tem uma interpretação clássica: ele é um efeito da 
indistinguibilidade e da antissimetria da função de onda 
representada por um determinante de Slater. Como os 
elétrons são férmions (partículas de spin semi-inteiro), a 
função de onda total descrita pelo determinante de Slater 
deve inverter o sinal quando as coordenadas de dois 
elétrons são trocadas, ou seja, ela deve ser antissimétrica. 
Este requisito resulta que elétrons de mesmo spin tendem a 
se manter mais afastados entre si do que os elétrons de spin 
oposto, o que é um efeito puramente quântico inexistente 
na eletrostática. Este efeito reduz a probabilidade de 
encontrar elétrons de mesmo spin próximos entre si, 
efeito conhecido como buraco de Fermi. Fock chama o 
termo Ki de “correção de energia de troca quântica”, o 
que leva a um efeito de abaixamento de energia entre 
elétrons de mesmo spin, pois na equação (23) o termo Ki 
entra com sinal negativo.60 É este efeito que está por trás 
da regra de Hund que favorece as configurações com a 
maior multiplicidade de spin, como no caso dos átomos de 
oxigênio ou nitrogênio, pois são estados de menor energia 
devido aos efeitos de troca entre elétrons de mesmo spin. 

Mais uma vez, nas equações de Hartree-Fock 
(Equação 21) um potencial efetivo é usado, e as soluções 
das equações, a exemplo das equações de Hartree, devem 
ser obtidas por um método iterativo.

4. Efeitos de Correlação Eletrônica 

Décadas de cálculos moleculares utilizando funções de 
onda Hartree-Fock (HF) demonstraram que essas funções 
não permitem determinar propriedades precisamente, 
com exceção da energia total.19,34-36,40 Um exemplo 
ilustrativo dessa limitação da função de onda HF é o 
momento de dipolo da molécula de CO: um cálculo 
desta propriedade vetorial em nível HF resulta em um 
vetor momento de dipolo com sentido oposto ao sentido 
medido experimentalmente! Apenas funções pós-HF, 
discutidas abaixo, resolvem essa inversão de sentido e 
fornecem um valor calculado próximo ao pequeno valor 

experimental de 0.122 D. O problema com a função HF é 
o tratamento da interação elétron-elétron de forma média, 
pois os efeitos das interações elétron-elétron instantâneas 
não estão incluídos nela. Em outras palavras, como dito 
acima, a função de onda HF não inclui efeitos de correlação 
eletrônica. 

Por essa razão, foram desenvolvidos ao longo do 
tempo vários tipos de funções de onda aproximadas que 
incluem efeitos de correlação eletrônica que, por isso, 
permitem determinar propriedades moleculares com grande 
precisão. Elas são chamadas genericamente de funções de 
onda pós-Hartree-Fock ou correlacionadas. Neste artigo, 
vamos nos concentrar em funções de onda aproximadas 
para calcular a energia e as propriedades moleculares do 
estado fundamental. O leitor interessado em funções de 
onda aproximadas para estados excitados pode consultar 
outras referências.61,62

Antes de apresentar algumas das funções de onda pós-
HF mais usadas para determinar propriedades do estado 
fundamental, vamos discutir o sentido físico da correlação 
eletrônica. Como ilustra a Figura 4, a inclusão deste efeito 
torna as densidades eletrônicas calculadas mais difusas, 
o que leva a comprimentos de ligação maiores e mais 
próximos dos valores experimentais. Com a inclusão 
dos efeitos de correlação, todas as outras propriedades 
moleculares possíveis de serem calculadas produzem valores 
mais próximos dos experimentais.

4.1. Funções de onda aproximadas com inclusão de 
efeitos de correlação eletrônica 

Como obter funções de onda correlacionadas? Uma 
possibilidade é supor a função de onda eletrônica total Ψelet 
como uma combinação linear de diferentes determinantes 
de Slater ψi construídos a partir dos orbitais moleculares φi 
obtidos num cálculo Hartree-Fock:

	 	 (21a)

Pode-se então resolver a equação de Schrödinger 
eletrônica ℋeletΨelet = EeletΨelet (equação 11) para esta 
função de onda utilizando-se o método variacional para 
determinar o conjunto de coeficientes {ci} que minimiza 

Figura 4. Representação esquemática do efeito da inclusão de 
correlação eletrônica na densidade eletrônica de uma molécula 

diatômica arbitrária
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o valor da energia Eelet.** Os orbitais Hartree-Fock {φi} 
usados para construir os determinantes de Slater ψi da 
expansão (21) são mantidos fixos durante o processo de 
minimização. Se o somatório da equação (21) for feito 
sobre um conjunto infinito de funções de N-elétrons {ψi} 
(os determinantes de Slater), obtém-se a energia eletrônica 
exata do estado fundamental E0. Caso contrário, para 
um conjunto finito de funções {ψi} (base finita), como 
explicado na nota de rodapé 2, pelo princípio variacional, 
o resultado é Eelet > E0.

Os diferentes determinantes de Slater ψi da equação 
(21) são gerados a partir do determinante de Slater Hartree-
Fock ψHF: para o estado fundamental, ele é construído com 
os orbitais de menor energia ocupados pelos N elétrons da 
molécula. A partir de ψHF, podemos gerar um novo conjunto 
de determinantes de Slater ψi. O determinante de Slater ψHF 
também é chamado de configuração de referência, uma 
configuração dos N-elétrons. Então, como gerar um novo 
conjunto de determinantes de Slater {ψi} a partir de ψHF? 
É fácil: pela remoção de elétrons dos orbitais moleculares 
φi ocupados e colocando-os em orbitais desocupados, ou 
virtuais – estes últimos são orbitais moleculares “extras” 
tipicamente produzidos em um cálculo Hartree-Fock. 
Desta forma, podemos criar novas configurações, ou seja, 
novas funções de onda (determinantes de Slater excitados) 
de N-elétrons. Configurações geradas por tirar um elétron 
de um orbital ocupado colocando-o em um orbital virtual 
de excitação simples relativamente a configuração de 
Hartree-Fock ψHF são chamadas de simples. Quando dois 
elétrons são transferidos para dois orbitais virtuais, têm-
se configurações duplas, e assim por diante. A notação 
comum para estas configurações excitadas indica os orbitais 
envolvidos, com aqueles dos quais elétrons foram removidos 
como subscritos e os orbitais virtuais para onde os elétrons 
foram como superescritos. Portanto, a designação genérica 
de uma configuração de excitação simples é ψi

a ou ψS, 
uma configuração de excitação dupla é ψij

ab ou ψD, e assim 
por diante. A Figura 5 mostra um diagrama de orbitais 
moleculares para uma configuração HF e exemplos de 
configurações simples, duplas e triplas. Estas configurações 
são determinantes de Slater adaptados por spin, pois devem 
ter o mesmo spin da molécula a qual descrevem - cada um 
deles deve ser construído por diferentes arranjos dos elétrons 
nos diversos orbitais moleculares disponíveis. 

Agora, uma vez definido como obter diferentes 
determinantes de Slater (configurações) ψi, podemos 
escrever a primeira função de onda eletrônica aproximada 
como uma expansão linear deles:19,40,61,63 

	 (22)

Esta expansão também pode ser feita em termos 
das “configuration state functions (CSFs)”, que são 
combinações lineares de determinantes de Slater adaptados 
por spin e por simetria. A função de onda aproximada dada 
pela equação (22) é chamada de interação de configurações, 
ou CI (do inglês configuration interaction).63 O tamanho 
desta função de onda cresce de forma muito acentuada com 
o número de determinantes de Slater, podendo se tornar 
inviável computacionalmente. Por esta razão, é muito usado 
o truncamento da expansão no termo de duplas, o que produz 
a função de onda CISD (CI simples e duplas):

	 	 (23)

Uma função de onda full CI (FCI) utilizaria todos 
os determinantes de Slater gerados por todos os orbitais 
moleculares {φi} produzidos pela solução das equações 
de Hartree-Fock. Entretanto, a função de onda FCI só é 
viável computacionalmente para sistemas com não muitos 
elétrons. Ela não é uma função pós-Hartree-Fock usada 
rotineiramente, mas é uma referência útil para desenvolver 
métodos mais aproximados, pois ela dá o melhor resultado 

**O método variacional usado para obter uma função de onda aproximada Ψelet permite determinar a energia total aproximada Eelet do estado fundamental 

usando a fórmula obtida na nota de rodapé 1:19,32 

Eelet = 〈Telétrons + Vee + VeN〉

Para uma função de onda aproximada Ψelet normalizada, o valor Eelet é maior do que a energia exata do sistema no estado fundamental E0, de valor desconhecido 

Eelet: Eelet > E0. Se Ψelet for a solução exata da equação de Schrödinger eletrônica molecular, valeria a igualdade: Eelet = E0. O método variacional fornece 

uma abordagem sistemática para melhorar funções de onda aproximadas – por exemplo, pela inclusão de mais determinantes de Slater na expansão (21). 

Entretanto, cabe a ressalva oriunda de experiência: nem sempre uma função de onda aproximada melhorada sistematicamente, que fornece uma energia 

aproximada Eelet cada vez mais próxima do valor exato E0, permite determinar propriedades moleculares mais precisas. Apesar desta ressalva, o método 

variacional é uma abordagem sistemática de melhoria de funções de onda aproximadas muito útil. 

Figura 5. Diagrama de orbitais moleculares (OM) indicando a 
configuração Hartree-Fock (HF) e exemplos de configurações simples, 

duplas e triplas
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que pode ser obtido para um dado conjunto de orbitais 
Hartree-Fock {φi}. 40

Uma alternativa para incluir a correlação eletrônica 
numa função de onda aproximada é dada pela teoria 
de perturbação da mecânica quântica. MØller e Plesset 
(MP) a empregaram para sistemas moleculares ao 
separar hamiltoniano eletrônico molecular ℋelet completo 
(equação 11) em duas partes:64-66

	 ℋelet.= H0 + H’	 (24)

onde as autofunções e autovalores de H0 são conhecidos. 
O operador H’ define uma “perturbação” ao sistema 
conhecido descrito por H0 que, somada a este, produz o 
operador resultante ℋelet. Este método produz funções de 
onda aproximadas de precisão crescente quanto menor seja a 
magnitude da perturbação H’ para reproduzir o hamiltoniano 
ℋelet. MØller e Plesset consideraram o hamiltoniano 
conhecido H0 como sendo o hamiltoniano Hartree-Fock 
(equação 22). A perturbação H’, por sua vez, é essencialmente 
a correlação elétron-elétron instantânea. A função HF é o 
primeiro termo da expansão perturbativa MØller-Plesset – 
em outras palavras, é uma correção de primeira ordem, o 
que define o método MP1. A correção de segunda ordem 
(MP2) inclui configurações duplamente excitadas, assim 
como o MP3. A correção de quarta ordem MP4 envolve 
configurações tripla e quadruplamente excitadas, das quais as 
primeiras são particularmente pesadas computacionalmente. 
Por isso, a aproximação de quarta ordem MP4SDQ despreza 
excitações triplas, o que leva a bons resultados quando o gap 
HOMO-LUMO é grande.66

A grande vantagem da teoria de perturbação é ser mais 
eficiente computacionalmente do que uma expansão CI. 
Entretanto, como a teoria de MP não é variacional, uma 
função de aproximada melhor (por exemplo, com mais 
termos perturbativos) pode levar a um valor de energia total 
menor do que o valor verdadeiro do estado fundamental E0. 
Uma função aproximada variacional, em contraste, pode ser 
melhorada sistematicamente de maneira a ter o valor de sua 
energia Eelet do estado fundamental se aproximando do seu 
valor exato E0. O método MP além de não ser variacional, 
como a perturbação H’ não é muito pequena, a inclusão de 
correções de ordem superior numa função MP não garante 
a convergência da energia, e a extrapolação da energia 
determinada em ordens de expansão pequenas pode ser 
impossível. Hoje em dia há variantes da função MP2 com 
maior eficiência computacional e acurácia que produzem 
melhores energias,67 o que faz com que ainda seja bastante 
utilizada.68 

Uma outra função de onda aproximada não variacional 
bastante usada de outra natureza é a função de onda coupled-
cluster.65,69-71 Ela é definida como:

	 Ψ = eTψHF	 (25)

onde T é uma expansão de operadores:

	 T = T1 + T2 + … + TN	 (26)

(Não confundir o operador aqui com o operador energia 
cinética Telétrons do hamiltoniano molecular da equação 11). 
O operador Ti gera todas as configurações (determinantes 
de Slater) com i excitações de elétrons. Entretanto, existe 
um teorema, o teorema de Brillouin,34,40 que enuncia 
que configurações de excitação simples não misturam 
diretamente com a configuração HF. Em outras palavras, 
todos os elementos de matriz do hamiltoniano eletrônico 
Helet que envolve um determinante de Slater com excitações 
simples e o determinante de Slater HF são nulos. Por 
esta razão, o operador T2 fornece as contribuições mais 
importantes para a função de onda coupled-cluster:

	 	 (27)

 Se fizermos a aproximação T = T2, temos a função de 
onda coupled-cluster duplas (CCD), que pode ser escrita 
como uma série de Taylor: 

	 	 (28)

A inclusão do operador T1 é apenas um pouco mais 
dispendiosa computacionalmente do que um cálculo CCD, 
por esta razão, a função de onda coupled-cluster simples e 
duplas (CCSD) é a mais usada. Como a inclusão do operador 
T3 é muito pesada computacionalmente, a contribuição das 
excitações triplas frequentemente é feita por meio de um 
tratamento perturbativo no método CCSD(T). A função de 
onda CCSD(T) é considerada o “padrão ouro” da química 
computacional, pois permite o cálculo mais preciso para 
moléculas relativamente pequenas.72 

A Figura 6 ilustra o efeito da inclusão de correlação 
eletrônica e da melhor qualidade da função de onda 
aproximada para a determinação dos comprimentos 
de ligação da molécula de acetileno, que possui uma 
ligação tripa CC e uma dupla CH. A função de onda HF 
descorrelacionada apresenta os valores mais distantes 
do valor experimental; o uso de funções correlacionadas 
melhora substancialmente o acordo com o experimento. 
Observe que o valor MP4 da ligação tripla CC está mais 
afastado do valor experimental do que o valor MP2: este 

Figura 6. Determinação dos comprimentos de ligação do acetileno com 
uso de várias funções de onda aproximadas



Mecânica Quântica na Química: Fundamentos da Química Quântica Hoje e Amanhã

Rev. Virtual Quim.928

comportamento oscilante dos resultados é típico das funções 
de onda MØller e Plesset.40 

O conjunto de funções de onda aproximadas discutidas até 
agora nesta seção é conhecido como funções de onda ab initio 
(do latim “de primeiros princípios”), pois foram construídas 
de primeiros princípios, baseadas nas leis da mecânica 
quântica e nas constantes físicas fundamentais, sem qualquer 
parâmetro experimental ou dado ajustável. Em muitos casos, 
particularmente para sistemas com muitos átomos e funções 
altamente correlacionadas, o problema a ser resolvido pode 
ser inviável computacionalmente. Por essa razão, foram 
desenvolvidas as funções de onda semiempíricas, usadas 
extensivamente, especialmente nos primórdios da química 
quântica nos anos 60 e 70, mas ainda de grande utilidade 
para sistemas de tamanho inacessível aos métodos ab initio 
ou à teoria do funcional da densidade (DFT).

Há vários tipos de aproximação que resultaram no 
desenvolvimento de diferentes tipos de funções de onda 
semiempíricas. Uma primeira aproximação comum a 
elas é considerar explicitamente apenas os elétrons de 
valência, pois são aqueles envolvidos na maior parte dos 
processos químicos, e tratar os elétrons internos (ou de 
caroço) por meio de funções matemáticas aproximadas. 
Outras aproximações envolvem usar dados empíricos, como 
potenciais de ionização atômicos ou afinidades eletrônicas. 
Uma função de onda semiempírica importante e bastante 
usada foi desenvolvida na UFPE por Gerd Bruno e Alfredo 
Simas, a RM1 (Recife Model 1). 73

As funções de onda semiempíricas podem ser úteis hoje, 
por exemplo, em estudos de dinâmica molecular on-the-
fly.48 Neste tipo de estudo, as energias Etot(R) (equação 13) 
para dado sistema – por exemplo, das moléculas reagentes, 
são calculadas para cada configuração nuclear R. Como 
há muitos cálculos de estrutura eletrônica envolvidos, a 
rapidez computacional da obtenção das funções de onda 
semiempíricas é uma grande vantagem. Um exemplo foi o 
uso da função de onda semiempírica RM1 para simular por 
dinâmica molecular a dissociação induzida por colisão de 
dois íons peptídeos.50 

A decisão sobre o uso de determinada função de onda 
muitas vezes é determinada pelo seu custo computacional, 
não apenas pela precisão desejada dos resultados. Seja ℕ 
o número de funções de base necessárias para expandir os 
orbitais moleculares que compõem dada função de onda. 
O custo computacional (ou escalabilidade) do método 
HF aumenta com ℕ4, o que significa que, ao aumentar de 
10 para 100 funções de base, a demanda computacional 
cresce de 104 para 1004 = 108 um aumento de 4 ordens 
de grandeza. Quando o número de orbitais é constante, 
a escalabillidade de fato dos métodos pós-HF discutidos, 
incluindo o MP2, MP3, MP4, CISD, CCSD e CCSD(T), é 
também com ℕ4 ainda que certas partes dos cálculos possam 
ser mais custosas computacionalmente.40 Os métodos 
semiempíricos, como o RM1, tipicamente escalam com ℕ3 
no limite de grandes moléculas, o que representa um ganho 
computacional expressivo. 

Após este breve apanhado das funções de onda eletrônicas 
moleculares aproximadas mais usadas, o leitor pode se 
aprofundar nelas consultando vários bons textos.19,34-36 A 
seguir, vamos apresentar brevemente um método que tem 
tido desde os anos 90, quando foi implementado no popular 
pacote computacional de química quântica Gaussian, um 
impacto tremendo na química, o método DFT. 

4.2. Uma alternativa às funções de onda aproximadas: a 
teoria do funcional da densidade (DFT)

A DFT é um método aproximado que tem permitido 
estudar moléculas e materiais de dimensões antes inacessíveis 
aos métodos baseados em funções de onda aproximadas. A 
principal razão é uma demanda computacional equivalente 
à do método HF, ou, em casos mais favoráveis, até 
menor, de ℕ3. Portanto, é o método pós-HF mais barato 
computacionalmente. Atualmente, a DFT é o cavalo de 
batalha dos cálculos de estrutura eletrônica de moléculas, 
superfícies e materiais. E o que vem a ser a DFT? É uma 
teoria baseada na determinação da energia de um sistema 
de elétrons e de suas propriedades a partir da densidade 
eletrônica, o que tem uma grande vantagem comparada aos 
métodos de funções de onda: a densidade eletrônica ρ é uma 
função dependente de apenas três coordenadas espaciais, ρ 
= ρ(x,y,z). As funções de onda, por sua vez, podem depender 
de um número de coordenadas muito maior, pois são funções 
do número de elétrons do sistema, como visto acima. Essa 
nova abordagem, combinada com avanços dos algoritmos 
computacionais e de hardware, ao simplificar sobremaneira 
a resolução do problema eletrônico, permitiu os grandes 
avanços dos estudos de moléculas e materiais.

É importante salientar que a densidade eletrônica é 
um observável físico, podendo ser medida por técnicas de 
difração de raios-X, por exemplo. A DFT é fundamentada 
nos teoremas de Hohenberg-Kohn74 e Kohn-Sham,75 a partir 
dos quais pode-se definir a energia total de um sistema de 
muitos corpos como um funcional de energia total e resolver 
equações de um-elétron do problema eletrônico de muitos 
corpos pelo método variacional. Um funcional é uma função 
de uma função: no caso, a energia E é função da função 
densidade eletrônica ρ: E = E[ρ(x,y,z)]. O ingrediente 
essencial deste funcional é o funcional de troca-correlação 
de Kohn-Sham, que inclui estes dois efeitos fundamentais 
determinantes da qualidade dos resultados.76 

A escolha do funcional de troca-correlação é uma etapa 
fundamental nos cálculos de propriedades moleculares com 
a DFT, pois influencia a precisão dos resultados. Existe 
uma miríade de funcionais, desenvolvidos para as mais 
variadas aplicações, que podem ser classificados segundo a 
“escada de Jacó”, proposta por Perdew. Nela, os funcionais 
são ranqueados segundo seu grau de aproximação, medido 
pelos descritores de densidade eletrônica incluídos no 
termo de troca-correlação, que podem ser orbitais ocupados 
via densidade, primeira derivada da densidade, segunda 
derivada, orbitais ocupados via troca de Fock, orbitais 
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virtuais via MP2, etc., e assim atingir a acurácia esperada. 
As categorias mais relevantes são ordenadas por ordem 
crescente de precisão, incluindo os funcionais que assumem 
que a densidade eletrônica varia lentamente, conhecidos 
como aproximação de densidade local (LDA), e aqueles 
com aproximações de gradiente generalizado (GGA em 
inglês), meta-GGA (mGGA), híbridos e híbridos-duplos.40 
Apesar dessa classificação ser baseada em aspectos teóricos 
fundamentais, há uma tendência geral de maior precisão à 
medida que a altura do degrau da escada aumenta, o que 
não exime a necessidade de benchmarks extensivos para 
avaliar o desempenho de qualquer funcional em relação à 
propriedade-alvo desejada.76 

Uma visão detalhada da DFT e seu formalismo 
matemático pode ser encontrada em livros de modelagem 
molecular,19,35,36,40 numa ótima referência do método,77 
bem como em trabalhos de revisão sobre o método e 
aplicações.78-84 85 O Prof. Hélio Duarte da UFMG tem uma 
contribuição sobre DFT nesta edição especial da RVq.

 
5. Inteligência Artificial, Aprendizado de 
Máquina e a Química

A aplicação dos métodos de aprendizagem de máquina 
(AM), ou aprendizagem estatística, à química quântica 

representa um novo avanço no desenvolvimento de métodos 
aproximados para a investigação teórico-computacional 
de moléculas e materiais.21-24,26,86-88 Com o uso de técnicas 
de AM, além de ser possível determinar funções de onda 
aproximadas, desenvolver novos funcionais de troca-
correlação e construir campos de força para dinâmica 
molecular, pode-se investigar correlações entre descritores 
ou atributos (propriedades moleculares de entrada no jargão 
do AM) e as propriedades-alvo, a exemplo do que é feito 
em estudos de QSPR (Quantitative Structure-Property 
Relationship). Por exemplo, descritores em AM podem 
ser propriedades químicas, como o peso molecular ou 
o número de anéis benzênicos ou heterocíclicos de uma 
molécula orgânica, e as propriedades-alvo podem ser o 
pico de absorção mais intenso89 ou o comprimento de 
onda de emissão fluorescente.90 O uso de AM é uma forma 
computacionalmente vantajosa de determinar propriedades 
moleculares e descobrir padrões subjacentes inacessíveis à 
intuição química, sem a necessidade de determinar funções 
de onda aproximadas ou empregar a DFT.

Um estudo de AM de um problema em química, 
de forma geral, segue o seguinte fluxo de trabalho: 
(1) definição do problema; (2) coleta de dados; (3) 
modelagem da representação; e (4) seleção do algoritmo 
e treinamento.86,88,91,92 A etapa (1) envolve a seleção de 
descritores ou atributos (feature selection) que reflitam as 
propriedades-chave do fenômeno químico: por exemplo, 
em um estudo de fluorescência, a diferença de energia 
entre o primeiro estado eletrônico excitado (S1) e o estado 
fundamental  (So) e a força de oscilador de transição 

correspondente das moléculas do banco de dados. Nesta 
etapa, o tipo de abordagem AM (supervisionado – se 
incluem dados rotulados ou não-supervisionados, para 
dados não rotulados, dentre outras possibilidades) é 
escolhido. Na etapa (2), o banco de dados é preparado: 
pode ser obtido a partir de cálculos químico-quânticos, 
de medidas experimentais ou de um dos vários bancos de 
dados abertos disponíveis. Na etapa (3), é possível usar as 
coordenadas cartesianas de todos os átomos da molécula, 
ou outra representação molecular mais conveniente. Vamos 
exemplificar a etapa (4) com um problema de aprendizado 
supervisionado (o mais comum). Considere um banco de 
dados composto por moléculas numa dada representação e, 
para cada uma delas, propriedades (descritores ou atributos) 
correspondentes (rótulos). Tipicamente, num problema que 
emprega técnicas de AM, o banco de dados é dividido em três 
partes: treinamento, validação e teste. O modelo (algoritmo) 
é treinado (por otimização de coeficientes ou pesos) com 
os dados do conjunto de treinamento. O conjunto de teste 
inclui apenas dados não usados no treinamento, enquanto a 
validação usualmente é feita separando o conjunto de dados 
em diferentes combinações de treinamento e teste. Quando 
o resultado é bem-sucedido, um algoritmo com parâmetros 
fixos otimizados no treinamento (hiperparâmetros) faz 
boas previsões das propriedades-alvo (uma ou mais 
propriedades de interesse – por exemplo, identificar se uma 
molécula e fluorescente ou não) de moléculas não usadas 
no treinamento (conjunto de teste). 

Sob certas condições, tais como um bom conjunto 
de dados para o treinamento do algoritmo de AM, esta 
abordagem permite determinar propriedades químico-
quânticas de uma molécula ou de materiais sem perda 
de acurácia a uma velocidade computacional comparável 
à mecânica molecular, método teórico muito simples 
baseado em campos de forças.22 Há vários bancos de 
dados disponíveis construídos a partir de cálculos químico-
quânticos ou de dados experimentais.88,93-95 Por exemplo, 
em 2025, foi disponibilizado o banco de dados QCML 
com estruturas de pequenas moléculas com até 8 átomos 
pesados e diversas propriedades determinadas por métodos 
químico-quânticos DFT (para 33.5 milhões de moléculas) e 
semiempíricos (14.7 bilhões de moléculas).96 A qualidade 
e a devida curadoria dos bancos de dados são cruciais para 
o treinamento de algoritmos de ML, pois serão eles que 
determinarão a precisão dos resultados.88 

Uma das mais poderosas e genéricas abordagens 
de AM de grande interesse para a química quântica é o 
∆-machine learning (∆-ML ou ∆-learning) introduzida 
em 2015.97 Nesta técnica, o algoritmo de AM é treinado 
com as diferenças entre um cálculo de química quântica 
de alto nível e um de nível mais baixo, que são então 
usadas para reduzir o erro do método de nível mais baixo. 
O ∆-ML é muito genérico, pois ele pode corrigir qualquer 
propriedade (por exemplo, energia de atomização a 0 K) 
para outra propriedade relacionada (por exemplo, energia de 
atomização a 298 K) tendo como acurácia-alvo o método de 
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mais alto nível.22 Predições puderam até ser feitas a partir de 
geometrias otimizadas com um método de mais baixo nível, 
97 e as aplicações pioneiras de ∆-ML são muito variadas: 
espectros eletrônicos,98 QM/MM,99 correções de energia 
de atomização DFT100 e superfícies de energia potencial de 
aglomerados de platina,101 entre outras.

Outra abordagem relacionada ao método ∆-ML, 
mas fundamentalmente diferente, é melhorar o método 
químico-quântico de mais baixo nível em vez de melhorar 
suas predições depois. Esta técnica foi usada para corrigir 
os parâmetros de uma função de onda semiempírica para 
cada novo sistema atomístico.102 A função semiempírica 
AM, assim desenvolvida, melhorou sua precisão e reduziu 
enormemente a faixa de erro em comparação à função de 
onda semiempírica original. A sua versão mais recente 
foi usada para simular acuradamente reações orgânicas 
(energias de reação, otimização de estados de transição e 
alturas de barreiras) com precisão correspondente ao DFT 
e até a um nível mais alto. 103 

O desenvolvimento de superfícies de energia potencial 
baseadas em AM promete reduzir significativamente o 
custo computacional e permitir simulações de dinâmica 
molecular que, de outra forma, seriam impossíveis.104,105 
Essas superfícies têm sido largamente aplicadas em uma 
grande variedade de áreas, como na química, física e 
ciências dos materiais. Esta tentativa de avançar na área do 
desenvolvimento de superfícies de energia potencial com 
novas abordagens é muito importante, pois o número de 
cálculos químico-quânticos custosos para construir uma 
superfície confiável e a falta de flexibilidade dos métodos 
semiempíricos de ajuste representam um enorme desafio.

As superfícies de energia potencial baseadas em AM 
(SEP-AM), ou simplesmente potenciais AM (MLP em 
inglês), visam identificar uma função de predição sem vieses 
que correlacione de forma ótima um conjunto de estruturas 
moleculares com energias-alvo dadas e, frequentemente, 
forças são usadas como dados de treinamento do modelo 
(a força que atua sobre os núcleos é o negativo do gradiente 
da função SEP e determina o movimento dos núcleos na 
dinâmica). Esses modelos de MLP são construídos em 
geral a partir de dois componentes principais: o algoritmo 
de AM e seu input X, o descritor molecular, por exemplo, 
as coordenadas xyz dos núcleos de uma molécula ou suas 
coordenadas internas.105 Em razão das capacidades de 
generalização e rápida predição de dados desconhecidos, 
MLPs têm sido usados para acelerar a busca de estruturas 
de mínimo e estados de transição, análise vibracional, 
simulação de espectros de absorção e emissão, dinâmica 
molecular de estados fundamental e de estados excitados, 
reações químicas, propriedades de materiais e de sistemas 
heterogêneos e mais. Referências para estas e outras 
aplicações, assim como vários artigos sobre os MLPs, podem 
ser encontradas em dois ótimos artigos de revisão.104,105 

Pode-se dizer que a DFT é o método quanto-mecânico de 
estrutura eletrônica mais usado nas simulações de moléculas 
e materiais, por combinar boa precisão e menor demanda 

computacional para um método correlacionado de estrutura 
eletrônica. Apesar da crescente variedade de funcionais de 
troca-correlação, é uma dificuldade a seleção do melhor 
para uma dada aplicação – esta escolha é crucial para obter 
resultados acurados.76 Idealmente, um funcional deve ser 
computacionalmente eficiente, gerar resultados precisos, 
universal e suficientemente versátil para ser aplicado a uma 
variedade de sistemas e problemas.106 Diferentes abordagens 
de AM têm sido aplicadas a diferentes aspectos de DFT, 
como calibração dos resultados DFT, aproximação da parte 
cinética do funcional de troca-correlação, bypass da solução 
das equações de Kohn-Sham e aproximações para potenciais 
de troca-correlação.107 Em 2024, foi apresentado um 
método de aprendizado por comitê (ensemble learning) que 
combina as propriedades finais (por exemplo, as energias) 
determinadas independentemente por diferentes funcionais 
DFT, que não precisam ser modificados.106 As possibilidades 
para aumentar a precisão e a velocidade dos cálculos DFT 
com técnicas de AM são enormes e promissoras.

Estados eletrônicos excitados estão no cerne da 
fotoquímica, fotofísica, fotobiologia e também têm um 
papel na ciência dos materiais. Os cálculos químico-
quânticos tradicionais de estados excitados são mais 
computacionalmente intensivos do que os de estado 
fundamental e têm sido também objeto de aplicação 
de abordagens com uso de AM.108-110 O uso do AM na 
área de estados excitados tem duas vertentes principais: 
determinação de propriedades moleculares sem o cálculo 
explícito de funções de onda, ou a melhoria da precisão 
delas – por exemplo, por meio de um método ∆-ML. A 
última vertente é crucial para a aceleração dos cálculos de 
dinâmica molecular de estados excitados. 110 A exemplo 
das outras áreas da Química e Ciências dos Materiais, o 
impacto das técnicas de AM e IA tem levado a grandes 
desenvolvimentos e avanços conceituais.

É importante ressaltar que, apesar do tom otimista 
desta discussão sobre AM em Química, alguns desafios 
permanecem. Dentre eles, a reprodutibilidade e a 
transferibilidade dos modelos de AM. 27 Apesar destes 
desafios, compartilhamos a visão de Aspuru-Guzik e 
Bernales: o uso de AM e IA em química quântica irá 
democratizar suas aplicações.24

6. O Sucesso das Aplicações da Mecânica 
Quântica a Química

Como já destacado, ao longo das últimas décadas, é cada 
vez mais patente a importância dos métodos em Química 
Quântica na solução de problemas na área da Química e 
de Materiais. Algumas aplicações oriundas dos grupos 
de pesquisa dos autores incluem desde a compreensão 
de mecanismos de reação,111,112 captura e conversão de 
CO2,113,114 armazenamento de energia em baterias de íons 
lítio,115 ao desenvolvimento de moléculas e materiais 
funcionais.116-119 Encontram-se na literatura relevantes 
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aplicações dos métodos da química computacional na 
predição de propriedades físico-químicas de materiais, 
recentemente melhoradas com técnicas de aprendizagem 
de máquina, como discutido na seção anterior. 

7. Conclusões

Fizemos neste artigo uma apresentação pedagógica e 
detalhada da Mecânica Quântica na Química. Começamos 
por apresentar a equação de Schrödinger para uma 
molécula. Em seguida, foram apresentadas as aproximações 
necessárias para resolvê-la. A primeira é a separação 
de Born-Oppenheimer dos movimentos eletrônicos e 
nucleares, que leva ao conceito de superfície de energia 
potencial e estrutura molecular. A dinâmica molecular em 
superfícies de energia potencial também foi discutida. As 
principais funções de onda aproximadas e a DFT foram 
apresentadas, e variadas aplicações de Aprendizado de 
Máquina em Química foram discutidas. Finalmente, 
ilustramos os sucessos de Química Quântica citando 
variadas aplicações 

Uma ótima discussão em português mais aprofundada 
dos tópicos abordados neste artigo pode ser encontrada no 
livro “Métodos de Química Teórica e Molecular” editado 
por Nelson Morgon (Unicamp) e Kanile Coutinho (USP). 
Apesar de ter sido lançado há algum tempo, ele ainda 
é uma referência importante para a Química Teórica e 
Computacional no país em nossa língua. 
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